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DIFFERENT RESULTS
Trials Student A Student B

1 14.602 14.408
2 14.782 14.517
3 14.668 14.322
4 14.534 14.477
5 14.721 14.398
6 14.596

Average 14.6505 14.4244
Std. Dev. 0.091 0.075

Two students (A & B) have made 
measurements of samples taken 
from the same population.

Determine the 95% confidence 
interval for each of their sample 
means.

Student A
14.555 to 14.746

Student B
14.331 to 14.518

Values

(a)



TESTING DIFFERENT RESULTS
• The question raised by the results of Students A & B is wether or 

not the difference in their values was due to indeterminate errors 
or not.

• To determine this a null hypothesis (H0) and alternative hypothesis 
(HA) must be tested.

• The null hypothesis proposes that the difference can be sufficiently 
explained by indeterminate errors.

• The alternative hypothesis proposes that the difference are too 
great to be attributed to indeterminate errors.



USING THE T TEST
• The t test is used as a null hypothesis test;  that the 

reported mean represents the true value.

• The test compares texp to t(α,𝓥), where α is the desired 
confidence level and 𝓥 are the degrees of freedom for 
the sample.

• If texp > t(α,𝓥) the difference cannot be explained by 
indeterminate errors, and we reject the null 
hypothesis.

• If texp ≤ t(α,𝓥) the difference can be explained by 
indeterminate errors, and we accept the null 
hypothesis.
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Example 4.15
What are the 95% confidence intervals for the two samples of pennies in 
Table 4.11?

SOLUTION

The mean and standard deviation for first experiment are, respectively, 
3.117 g and 0.051 g. Because the sample consists of seven measurements, 
there are six degrees of freedom. The value of t from Table 4.15, is 2.447. 
Substituting into equation 4.12 gives

µ g g g g= ±
×

= ±3 117 2 447 0 051
7

3 117 0 047. . . . .

For the second experiment the mean and standard deviation are 3.081 g 
and 0.073 g, respectively, with four degrees of freedom. The 95% confi-
dence interval is

µ g g g g= ±
×

= ±3 081 2 776 0 037
5

3 081 0 046. . . . .

Based on the first experiment, there is a 95% probability that the popu-
lation’s mean is between 3.070 to 3.164 g. For the second experiment, 
the 95% confidence interval spans 3.035 g–3.127 g. The two confidence 
intervals are not identical, but the mean for each experiment is contained 
within the other experiment’s confidence interval. There also is an appre-
ciable overlap of the two confidence intervals. Both of these observations 
are consistent with samples drawn from the same population. 

Table 4.15 Values of t for a 95% Confidence Interval
Degrees of 
Freedom t

Degrees of 
Freedom t

1 12.706 12 2.179
2 4.303 14 2.145
3 3.181 16 2.120
4 2.776 18 2.101
5 2.571 20 2.086
6 2.447 30 2.042
7 2.365 40 2.021
8 2.306 60 2.000
9 2.262 100 1.984
10 2.228 ∞ 1.960

Our comparison of these two confidence 
intervals is rather vague and unsatisfying. 
We will return to this point in the next 
section, when we consider a statistical ap-
proach to comparing the results of experi-
ments.



SAMPLE PROBLEM

Trials Student A Student B

1 14.602 14.408
2 14.782 14.517
3 14.668 14.322
4 14.534 14.477
5 14.721 14.398
6 14.596

Average 14.6505 14.4244
Std. Dev. 0.091 0.075

If student A and B were both 
measuring a solution that had a 

concentration of 14.512 do either of 
the students’ measurements agree 

with this value at the 90% confidence 
level?
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Appendix 4: Critical Values for t-Test
Assuming you have calculated texp, there are two approaches to interpreting a t-test. In the first approach you 
choose a value of a for rejecting the null hypothesis and read the value of t(a,n) from the table shown below. 
If texp>t(a,n), you reject the null hypothesis and accept the alternative hypothesis. In the second approach, 
you find the row in the table below corresponding to your degrees of freedom and move across the row to find 
(or estimate) the a corresponding to texp = t(a,n); this establishes largest value of a for which you can retain 
the null hypothesis. Finding, for example, that a is 0.10 means that you would retain the null hypothesis at 
the 90% confidence level, but reject it at the 89% confidence level. The examples in this textbook use the first 
approach.

Values of t for…
 …a confidence interval of: 90% 95% 98% 99%
 …an a value of: 0.10 0.05 0.02 0.01

Degrees of Freedom
1 6.314 12.706 31.821 63.657
2 2.920 4.303 6.965 9.925
3 2.353 3.182 4.541 5.841
4 2.132 2.776 3.747 4.604
5 2.015 2.571 3.365 4.032
6 1.943 2.447 3.143 3.707
7 1.895 2.365 2.998 3.499
8 1.860 2.306 2.896 3.255
9 1.833 2.262 2.821 3.250
10 1.812 2.228 2.764 3.169
12 1.782 2.179 2.681 3.055
14 1.761 2.145 2.624 2.977
16 1.746 2.120 2.583 2.921
18 1.734 2.101 2.552 2.878
20 1.725 2.086 2.528 2.845
30 1.697 2.042 2.457 2.750
50 1.676 2.009 2.311 2.678
∞ 1.645 1.960 2.326 2.576

The values in this table are for a two-tailed t-test. For a one-tail t-test, divide the a values by 2. For example, the 
last column has an a value of 0.005 and a confidence interval of 99.5% when conducting a one-tailed t-test.


